HP-UX TEST: RAW VS. FILE SYSTEM
	System
	Description
	sar -d 5 60

(disk activity)


	sar 5 60

(CPU activity)
	top

(Sybase dataserver)


	
	
	device
	%busy
	avque
	r+w/s
	blks/s
	avwait
	avserv
	%usr
	%sys
	%wio
	%idle
	Average activity[%]

	File system
	HP-UX devices on file system (2 tests)
	c2t1d0
	83.42
	0.50
	177
	2845
	0.00
	5.85
	6
	6
	84
	4
	10

	
	
	c2t1d0
	79.89
	0.52
	173
	2765
	0.07
	5.44
	8
	7
	78
	6
	10

	Raw 
devices
	HP-UX raw devices 

(2 tests)
	c2t0d0
	56.60
	27.77
	318
	1433
	53.33
	11.39
	35
	43
	1
	20
	90

	
	
	c2t0d0
	76.61
	35.50
	433
	2003
	63.47
	11.44
	42
	51
	0
	7
	


Conclusion:

1. disk is not so busy when tests are made on raw devices (%busy)
2. Number of data transfers per second (r+w/s) is much higher on raw devices(two times more)
3. (avgque) – Average number of requests outstanding for the device is much more higher on raw than on file system 

4. (avwait) – Average time (in milliseconds) that transfer requests waited idle on queue for the device are much higher on raw device (avserv) – Average time in milliseconds to service each transfer request(includes seek, rotational latency, and data transfer times) for the device ( I do not understand what this parameter means)

5. CPU activity is much more dedicated to user requests on raw devices. It is connected with much higher Sybase ASE server activity.(%usr)

6. There is no waiting to I/O on raw devices. (%wio)

7. System mode(%sys) is much higher on raw device than on file system

Test performed: one big transaction with about 30000 updates, 30000 inserts, and 5000 delete. 

Test result: transaction on file system is about 4 times slower than on raw devices.

Settings: usual Sybase settings, async I/O turned on HP and on Sybase ASE. Dsync on Sybase devices turned on except on tempdb devices

Overal conlusion: use raw devices instead of devices file system.
